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Abstract— Hepatitis C Virus is one of the most dangerous diseases all over the world. It affects millions of people every year and could takes man's life. 
Many classification algorithms have been applied for its diagnoses and treatment. This paper proposes a hybrid classification system for HCV diagnosis, 
using Modified Particle Swarm Optimization algorithm and Least Squares Support Vector Machine. Principle Component Analysis algorithm is employed 
to extract features vector. As LS-SVM algorithm is sensitive to the changes of values of its parameters, Modified-PSO Algorithm was used to search for 
the optimal values of LS-SVM parameters in less number of iterations. The proposed system is implemented and evaluated on the benchmark HCV data 
set from UCI repository of machine learning databases. It was compared with another classification system, which utilized PCA and LS-SVM. The 
experimental results showed the superiority of the proposed system that was able to obtain classification accuracy of 98.86% versus 96.12% of the other 
system. 
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1. INTRODUCTION 

Hepatitis C Virus (HCV) is a leading cause of chronic liver 
disease, cirrhosis, and hepatocellular carcinoma, as well as 
the most common indication for liver transplantation in many 
countries. There are about 170 million infected persons all 
over the world, which is about 3% of the global population 
[30]. Hepatitis C virus is the most severe type of all hepatitis 
types. It assaults the liver, causes swelling and redness in it. 
HCV will be transmitted to the new born baby if the mother 
is tainted from this virus. Diabetes is the leading cause of 
renal failure in many populations in both developed and 
developing countries. According to the professionals, the rate 
of death from hepatitis will be three times more in the next 
twenty years [9], [13], [26]. Least Squares-Support Vector 
Machine (LS-SVM) classier is one particular sample of 
Support Vector Machine (SVM) [45]. LS-SVM is used for 
finding an optimal hyper-plane, which separates various 
classes. It obtains this optimal hyper-plane by using 
maximum Euclidean distance to the nearest point. LS-SVM is 
a parametric algorithm. It has high sensitivity to the changes 
in the values of its parameters. On the other side, Modified-
Particle Swarm Optimization (Modified-PSO) is a modified 
version of Particle Swarm Optimization (PSO) which is a 
heuristic algorithm inspired from the nature social behavior 
of birds. The main strength of PSO is its fast convergence, 

compared with other global optimization algorithms [5]. 

HCV Patients often stop pursuing the pegylated interferon 
(peg-IFN) and ribavirin (RBV) treatment because of the high 
cost and associated adverse effects. Besides that current 
interferon and ribavirin (IFN/RBV) therapy is only effective in 
50%-60% of patients [48], [20], [42]. Many classification 
algorithms were applied on HCV patients’ records to help in 
diagnosis and treatment of this disease, trying to classify the 
patients or predict their future state. The aim of this paper is 
to develop a classification system which could help 
physicians in diagnosis and treatment of HCV disease. The 
proposed system combines LS-SVM classier with a modified 
version of PSO optimization technique. The rest of this paper 
is organized as follows; section 2 articulates the problem 
background and related work. The proposed system is 
introduced in section 3 and experimental results are 
presented in section 4. The last section is devoted to the 
conclusion and further research.   

 

2. PROBLEM BACKGROUND AND RELATED WORK  

HCV is a worldwide health problem in both industrial and 
developing countries and its incidence is rising [26]. Many 
classification algorithms have been applied on this area trying 
to help in diagnosis and treatment for HCV patients by 
classifying them or predict their future state. This section will 
introduce some of these works. In [1], A review which 
presents recent findings on noninvasive alternatives for the 
diagnosis of fibrosis and cirrhosis in patients co-infected with 
HIV and HCV. An automatic diagnosis system that integrates 
PCA and ANN for classification of HCV is proposed in [4]. 
ANN algorithm was introduced as an aided non-invasive 
grading evaluation of hepatic fibrosis by duplex 
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ultrasonography [51]. A comparison between Back-
propagation and Naive Bayes Classifiers to diagnose hepatitis 
disease was introduced in [17]. A proposed system which 
consists of ANN and multiple logistic regression (MLR) 
analysis models based on clinical factors to predict a 6-year 
incidence of metabolic syndrome including the insulin 
resistance index that calculated by homeostasis model 
assessment [14]. A framework to establish a prediction system 
for the personalized treatment of chronic HCV in a logistic 
regression model was proposed in [29] while an algorithm 
based on decision trees to determine the outcome of patients 
with acute liver failure was proposed in [28]. Decision tree 
learning algorithm was proposed for pre-treatment prediction 
of anemia progression in HCV infection [19]. In [47], the 
usage of a modern information system using medical 
informatics technology was proposed to support in diagnosis 
and treatment of the problems related to the liver disease. A 
hybrid model using PSO and Case Based Reasoning (CBR) for 
hepatitis disease diagnose was proposed in [27]. A neural 
network-based method was presented for the diagnosis and 
classification of patients infected with HCV [2]. In [6], an 
intelligent HCV diagnosis system using PCA and LS-SVM 
classifier for hepatitis diagnosis was proposed. A machine 
learning model for HCV diagnosis that hybridizes SVM and 
simulated annealing (SA) was proposed in [37]. An intelligent 
system using multiple linear regressions (MLR) and SVM for 
developing quantitative structure activity relationship 
(QSAR) model for HCV was introduced in [35]. A machine 
learning methods to predict HCV non-structural proteins 5B 
polymerase inhibitors was proposed [50]. In [10], Markov 
model was been used to estimate the lifetime costs and 
quality adjusted life years in two treatment strategies (a 
standard duration therapy and truncated therapy). In [25], 
they proposed a specific HCV evolution and response to the 
combined interferon and ribavirin therapy based on Bayesian 
Networks (BN), Linear projection (LP) and Self-Organizing 
Tree (SOT) models. The serum Fourier Transform infrared 
spectroscopy for noninvasive assessment of hepatic fibrosis in 
patients with chronic hepatitis C was applied in [38]. A 
prediction model for genetic polymorphism and viral factors 
for chronic hepatitis C was proposed in [23]. In [18], Data 
Mining techniques were applied to reveal complex 
interactions of the risk factors and clinical features profiling 
associated with the staging of Non-hepatitis B virus/non-
hepatitis C virus related hepatocellular carcinoma, While 
Data Mining was used to build a model which allows 
physicians to identify patients requiring HCC surveillance 
and those who benefit from IFN therapy to prevent HCC [22]. 
Also, In [23], a decision tree model was proposed for 
predicting the probability of response to therapy with peg-
interferon plus ribavirin. Where, Decision tree with CART 
classification algorithm was developed to forecast response to 
therapy with number chronic hepatitis C patients in [12]. 

Three classification algorithms (naive Bayes, support vector 
machine and the C4.5 decision tree) were applied which 
could assess the associations between chronic fatigue 
syndrome(CFS) using genetic factors such as single 
nucleotide polymorphisms (SNPs) [15].In [6], a method based 
on PCA and LS-SVM Classifier for expert hepatitis diagnosis 
system was introduced. In [8], a model that predicts Egyptian 
patients' response based on their clinical and biochemical 
data for Peg-IFN and RBV using ANN and DT was proposed. 
In [3] A brief insight review on non-invasive methods for 
predicting liver  fibrosis in HCV with their pros and cons to 
make easier for a clinician to choose better marker to assess 
liver  fibrosis in HCV infected patients. A mathematical 
model of cross-immunoreactivity showed that the level of 
HCV intra-host adaptation correlates with the rate of cross-
immunoreactivity among HCV quasispecies [41]. All sample 
patients were classified in a model based on RFP into 2 
classes with rapid (RP) and slow (SP) progression to fibrosis 
[24]. 

2.1 Principal Component Analysis 

PCA is an attributes extraction/reduction technique which is 
considered as one of the most prevalent and useful statistical 
method for dimensionality reduction.  This method 
transforms the original data into new dimensions [2].  The 
new features are formed by taking linear combinations of the 
original features of the form:                   

                   H1 =  b1
′ =  b11K1 + b12K2 +⋯+ b1mKm          (1)                                   

                 H2 =  b2
′ =  b21K1 + b22K2 + ⋯+ b2mKm        (2)                                                                                                                                

                    Hp =  bp
′ =  bp1K1 + bp2K2 +⋯+ bpmKm           (3)         

                                                                                                    
In matrix style, we can write H = B.K, where K are known as 
the loading parameters. The new axes are attuned such that 
they are orthogonal to one another with utmost expand of 
information. 

                    var(Hi) =  bi
′ ∑bi, I = 1, 2 …p                              (4)                                                                                                                      

                    cov�Hi, Hj� =  bi
′ ∑ bj  , I = 1, 2 …p                      (5)    

                                                                                     

K1 is the first principal component holding the prime 
variance.  

As the direct computation of matrix B is not achievable. So, in 
feature transformation, the first step is to ascertain the 
covariance matrix U which can be expressed as: 

 Um×n =  1
m−1

[∑ (Ki −  K�)′. (Ki −  K�)m
i=1 ]                           (6) 
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where K� = �1
m
�∑ Xi

m
i=1 . The next step is to determine the eigen 

values for the covariance matrix U. Eventually, a linear 
transformation is defined by n eigen vectors match up to n 
eigen values from a m-dimensional space  to  n-dimensional 
space (n < m). Principal axes are also referred to as eigen 
vectors E1, E2, … , Em correspond to eigenvaluesℷ1, ℷ2, … , ℷn. 
Generally, the first few principal components hold most of 
the information. Analysis of variances proportion represents 
the total number of principal components that should be 
retained from the dataset. Algorithm-1, illustrates the main 
steps in PCA technique. 

 
Algorithm-1: PCA 
Step1: Recover basis: Calculate XXT =  ∑ xixiTt

i=1  and let U = 
eigenvectors of XXT corresponding to the top d 
eignvalues. 

Step2:  Encode training data: Y =  UTwhere Y is a d × t matrix 
of encoding of the original data. 

Step3: Reconstruct training data: X = UY = UUTX 
Step4: Encode test example: y =  UTx where y is a d−
dimensional encoding of x. 
Step5: Reconstruct test example: x� = Uy = UUTx. 

 

2.2 Modified Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is an algorithm Inspired 
from the nature social behavior and dynamic movements and 
communications of insects, birds and fish [6], [23]. The main 
strength of PSO is its fast convergence, comparing with many 
global optimization algorithms like Genetic Algorithms (GA), 
Simulated Annealing (SA) and other global optimization 
algorithms. The key concept is dealing with changes in 
velocity. In general, the main idea of PSO is as follows. For the 
ith particle in d dimension, it could update its velocity and 
position using (7), (8). Where r1 and r2  are two random 
numbers in the range [0, 1], Vid is the momentum, ωid is the 
inertia weight, C1 is the cognitive learning parameter and C2 is 
the social collaboration parameter. Xid = (xi1, xi2, … , xid)  is the 
position of the ith particle, Pi = (pi1, p, … , pid) represents the 
best previous position (i.e. the position with the highest fitness 
value).   

Vid =  ωidVid + C1r1(pid − Xid) + C2r2�pgd − Xid�                    (7)                                                                                                                          

Xid =  Xid + Vid                                                                             (8)                                                                                                                                                                                                                              

    Inertia Weight plays an important role in the process of 
providing balance between exploration and exploitation. It 
determines the contribution rate of a particles previous 
velocity to its velocity at the current time step. In [5] different 

types of inertia weights were mentioned like Constant, 
Random, Adaptive inertia weight and many other types. In 
[29] a modified version of PSO was proposed. The main idea of 
this modified version is as in the following equations. For the 
ith particle in d dimention, it could update its velocity and 
position using (9) and (10) 

Vid = λ[ωidVid + C1r1(pid − Xid) + C2r2�pgd − Xid�]               (9)                                                                                                   

Xid =  Xid + (ωVid)                                                                     (10)                                                                                                                                  

Where λ  is a convergence factor, which can be calculated 
using (11)      

λ =  2
|2−C−�C2−4C |

                                                                       (11)                                                                                                                                                           

Where C =  C1 + C2 

In the proposed Algorithm ωid could be calculated using (12) 
where t is the iterator over all iterations and Tmax is the 
maximum number of iterations. With the increasing of t, 
parameter ω will be decreased linearly from 0.9 to 0.4 [5]. 

ωid = 0.9− t
Tmax

∗ 0.5                                                          (12) 

The Modified-PSO algorithm steps are illustrated in 
Algorithm-1 with random inertia weight [29]. 
 
Algorithm-1: Modified-PSO 
Step 1: Initialize population of particles X(t) which consists of 

random positions x1, x2, … , xn and velocities V(t) are made up 
of the particle’s initial velocity v1, v2, … , vn on n dimensions. 
Step 2: Evaluate the fitness for each particle. 
Step 3: For each particle, find the maximum fitness and 

compare it to the best found so far (𝑝𝑏𝑒𝑠𝑡), if f(xi) < f(pbestk), 
then f(pbestk) =  xi 
Step 4: Set Pi equals to the location of the maximum fitness 

value  Xi 
Step 5: Compare fitness evaluation with the population’s 

overall previous best. If current value is better thangbest, then 
reset gbest to the current particle’s array index and value. 
Step 6: Calculate the convergence factor λ using,(5) 
Step 7: Calculate the Inertia weight ωid using,(6) 
Step 8: Update the position of the particle according to, (3) 

and, (4) and the new population X(t + 1) will be generated.  
Step 9: Adjust the acceleration of the particles using (13) 

vi =  �
Vmax                                  if vi >  Vmax
−Vmax                               if vi <  −Vmax

                          (13) 

Step 10: Loop to step (2) until stopping criterion is satisfied 
(Reach a maximum number of iterations Tmax) 
 
2.3 Least Squares Support Vector Machine 
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Least Squares-Support Vector Machine (LS-SVM) classifier is 
one particular sample of Support Vector Machine (SVM) [31], 
[24]. One could finds the solution in LS-SVM by solving a set 
of linear equations instead of a convex quadratic programming  
problem for classical SVMs, The main target of LS-SVM is 
finding an optimal hyper plane, which separates various 
classes. It obtains this optimal hyper-plane by using maximum 
Euclidean distance to the nearest point. The LS-SVM classifier 
maps the input vectors into a high dimensional feature space 
for non-separable data. Then, the LS-SVM classifier finds an 
optimal separating hyper-plane in this higher dimensional 
space [22]. 
 
  Given a training dataset of N points {xk, yk}Nk=1  with input 

data xk ϵ Rn and output yk ϵ R, we consider the following 
optimization problem in primal weight space:  

 min J(w, b)w,b,e =  1
2

wTw + 1
2
γ∑ e2kN

k=1                                    (14)                                                                                                                              
Such that 

yk − (wTφxk + b) =  ek , k = 1,2, … N                                      (15)                                                                                                                            
Where γ is a regularization factor, ek the difference between 

the desired output yk and the actual output, and φ(. )is a 
nonlinear function mapping the data points into a high 
dimensional Hilbert space; in addition, the dot product in the 
high-dimensional space is equivalent to a positive definite 
kernel function K�xi, xj� =  φ(xi)Tφ(xj). In primal weight space, 
a linear classifier in the new space takes the following form, 
where w the weight vector is and b ϵ R which called as the bias 
term.  

y(x) =  sign(w.φ(x) +  b)                                                    (16)                                                                                                                                                    

The dual space of this primal space was found by solving the 
Lagrangian function in (17)   

L(w, e,∝) = J(w, e)− ∑ ∝k (wTφ(xk) + ek − yk)N
k=1       (17)                                                                                                               

Where ∝k Lagrangian multipliers and are called Support 
Vectors. The optimal solution for objective function in, (17) 
must satisfy the following Karush-Kuhn Tucker (KKT) 
conditions [22]. 

δL
δw

= 0 →  w = ∑ αkykφ(xk)N
k=1                                             (18)                                                                                                                                            

  δL
δw

= 0 → ∝k=  γek, k = 1, … , N  

𝛿𝑙
𝛿𝑤

= 0 →  𝑤𝑇𝜑(𝑥𝑘) + 𝑒𝑘 − 𝑦𝑘 = 0, 𝑘 = 1, … ,𝑁 

The linear system in (19) will results after elimination of w 
and e which generates the Support Vector ∝′

k  

�K + I
σ
� α = y                                                                    (19)                                                                                                                                                                      

Where y =  [y1, y2, … , yN] T, ∝=  [∝,∝2, … ,∝N] T and K ϵ RNxN is 
the kernel matrix. The resulting LS-SVM model for function 
estimation is as in (20), where K(. , . ) is the kernel function 

y(x) =  ∑ ∝k K(x, xk)N
k=1                                                   (20)                                                                                                                                                        

LS-SVM (Algorithm-2) was implemented using Radial Basis 
Function (RBF), (21) [22]. 

K(x, xk) =  exp (− |x−xk|2

σ2
)                                               (21) 

 
Algorithm-2: LS-SVM: 
Step 1: Load the training data set of n data points, {xk, yk}Nk=1 

where xi is the ith input vector and yiϵR is the corresponding ith 
target with values {−1, +1}. 
Step 2: Generate random weights for each input data point.  
Step 3: Determine the value of the bias term b and initialize 

the error e for each point randomly. 
Step 4: Initialize γ and σ using random values. 
Step 5: Search for values of e, w and b that minimize the 

objective function, (14) and, (15). 
Step 6: Construct the Lagrangian function in, (17) with the 

solution that must satisfy the KKT conditions in the set of, (18). 
Step 7: Calculate number of support vectors ( ∝) using, (19). 
Step 8: Training data for LS-SVM model could be classified 

using (20) with RBF kernel function, (21).  
Step 9: Classify any new point by, (16) using RBF kernel 

function (21). 
Step 10: Loop until stopping criteria is met, usually until 

reach the maximum number of iterations. 
 
3. PROPOSED SYSTEM 

The proposed system is composed of 4 main phases including 
Data Pre-Processing, Features Extraction, Parameters 
Optimization and Classification. These phases are described 
in Algorithm-4, where, its conceptual schema is demonstrated 
in Fig-1. 

 

Fig. 1. Block diagram of the proposed system 

• Data Pre-processing 
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Missing Data in the proposed algorithm are handled using 
Local Mean method. The main steps of Local Mean method is 
describes in Algorithm-5. 

 
Algorithm-5: Local Mean Method: 
Step 1:  Determine the number of cells that we will calculate 
the average for (n). 

Step 2:  Given an empty cell that has an initial value (U = 0).  

Step 3:  Calculate the average of its n previous cells using 
equation (22). 

 Ut = Un−1+ Un−2 … U0
n

                                                             (22) 

Step 4:  Return number in the empty cell. 

• Features Extraction 

The proposed system is implemented and evaluated using 
the benchmark HCV data set from UCI repository of machine 
learning databases. The UCI dataset contains 154 HCV 
patients record and has 22 attributes as shown in Table-1. 
These attributes contains 12 binary and 10 attributes with 
discrete values; there are 32 cases out of 154 that die due to 
HCV. 

 

• Parameters Optimization 
The aim of this phase is to find the optimal values for the 
parameters of the LS-SVM classifier (The regularization 

factor (C) and Gaussian Kernel function (𝜎)) using 
Modified-PSO (Section 2.2). 
 

• Classification 
Given the optimal values for the classifier's parameters, 
LS-SVM is utilized to classify the HCV patients into one of 
two classes (Live/Die). 
 
4. EXPERIEMENTAL RESULTS 
In the pre-processing phase, the Local Mean method 
(Algorithm-5) is used to clear the noise from HCV 
patient's data records and handle missing data. The PCA 
(Algorithm-1) is used to extract the most effective features 
in the diagnosis. For UCI dataset, the most effective and 
reduced features are 6 out of 22 as reported in Table-2. 
Modified-PSO algorithm was used to optimize two main 
parameters of LS-SVM (C which is the regularization 
factor and 𝜎 , the width of the Gaussian kernel). 
Modified PSO algorithm was run on a data set of 152 
records, about 152 random individuals in the search space 
is generated for 100 Iteration. The output of PSO is C= 200 
and 𝜎 = 0.8. This set of optimized parameters are used as 
input to LS-SVM algorithm, seeking to find the optimal 
hyper-plan that separates the search space into two classes 
(Live/Die) by minimizing the optimization problem (18), 
(19). RBF kernel function was used in the classification 
process (21). In order to evaluate the performance of the 
proposed system, the classification accuracy was 
calculated using (23). Where TP and TN stand for True 
Positive and True Negative respectively, which are the 
proportion of positive and negative cases that were 
correctly identified respectively. Positive cases are the 
records with “Live” label and negative ones are with 
“Die” label. FP and FN stand for False Positive and False 
Negative which are the proportion of negative cases that 
were incorrectly classified as positive and the proportion 
of positive cases that were incorrectly classified as 
negative respectively [46], [1]. 

Accuracy = TP+ TN 
TP+TN+FP+FN

                                        (23)                                                             
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The training phase was implemented using 10-fold Cross 
Validation (CV) method which breaks the data set into 10 sets 
of size n/10, train on 9 data sets and test on 1, then repeat this 
process 10 times and take a mean accuracy [31]. The average 
classification accuracy for LS-SVM is 98.86%, which obtained 
from the RBF kernel function (21). Table-3 shows the accuracy 
for every fold while applying 10-fold CV. The average 
accuracy over all 10 folds is 98.86%. 
 

 

In [6] the optimization of LS-SVM parameters was made 
by assuming a range for regularization factor (𝐶) and 
Gaussian kernels (𝜎) such that 𝐶 ∈ [1,100000] and 𝜎 ∈  
[0.1, 25] and choosing the highest 20 of combinations of 
these values through 100 Iterations. The proposed system 
could avoid time consumed in these steps by optimizing 
LS-SVM parameters using modified-PSO. Table-4 
demonstrates the superiority of the proposed system, 
which could obtain the same values for C and 𝜎 but with 
higher average classification accuracy and avoidance for 
doing large number of iterations while optimizing LS-
SVM parameters.  

 
 

 
 

Table-5 demonstrates the confusion matrix of the 
proposed system. This allows visualization of the 
performance of an algorithm by illustrating how far the 
misclassified samples are from the actual classes and 
which degrees are better interpreted [44]. 
 
5. CONCLUSION AND FUTURE WORK 
This paper introduced a classification system for HCV 
patients that integrates PCA, Modified-PSO and LS-SVM 
algorithms. The proposed system composed of 4 main 
phases including Data Pre-Processing, Features Extraction, 
Parameter Optimization and Classification. The PCA 
algorithm employed to extract the most effective HCV 
patients’ features that support in diagnoses and treatment. 
The input parameters for LS-SVM were optimized using 
modified version of PSO algorithm. The LS-SVM 
algorithm was used to classify HCV patients into one of 
two classes (Live/Die). The proposed algorithm was 
implemented on benchmark HCV data set from UCI 
repository of machine learning databases. The proposed 
system was compared with another classification system, 
which utilized PCA with LS-SVM. The experimental 
results showed the superiority of the proposed system 
which could obtain classification accuracy of 98.86% while 
the other system obtained accuracy of 96.12%. As a future 
work, other optimization techniques could be used (i.e. 
Ant Colony System (ACS)). Also, other kernel functions 
could be applied in the classification phase. 
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